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The Success of Deep Learning

Deep learning has show the great success in the fields of computer 
vision, natural language processing, speech recognition, etc.

Face 
Recognition

Auto 
Drive

Precision
Medicine

Intelligent
Finance

$
Speech 

Recognition

Intelligent
Manufacture
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Artificial Intelligence

With the great development of deep learning technology
the application of artificial intelligence extends its vitality

Face recognition

Intelligent manufacturing

Auto-driving

Speech recognition

More

Possibility

······ 
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Challenges

Severe threats to life and property

June 1 2020 Taiwan, China
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Challenges

More safety & security sensitive tasks
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More Challenging Scenarios

Noise Adversarial Example

Human：Panda

DNN：Gibbon

Clean Example

Human：Panda

DNN：Panda

Adversarial 

Patch

Adversarial Example

Human：Banana

DNN：Toaster

Clean Example

Human：Banana

DNN：Banana

 Adversarial examples are elaborately 
designed perturbations to attack 
machine learning models:
• Imperceptible to human；
• Misleading to DNNs;

 Definition：
𝑓 𝑥 ≠ 𝑓 𝑥 + 𝑟 s.t. 𝑟 ≤ 𝑆𝑚𝑎𝑥

where 𝑥 is a input image， 𝑟 is the 
noise, and 𝑓 is the model.

A new type of attack: adversarial examples and related problems
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Adversarial Examples

Digital World Physical World
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Trend in the World 
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Trend in the World 
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Trend in the World 

U.S.A EU

Framework of Trustworthy AI
Ensure the safety and reliability of 

artificial intelligence systems
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Trend in the World 

Guaranteeing AI Robustness against Deception (GARD)， 2019
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Trend in China

National Strategy:  

stressing the 
importance of 
secure, 
controllable, and 
reliable AI
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Standards

······
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Systems

https://openi.org.cn/AISafety/
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Adversarial Examples in Digital World

Christian Szegedy

Szegedy C, Zaremba W, Sutskever I, et al. Intriguing properties of neural networks[J]. arXiv preprint arXiv:1312.6199, 2013.

𝑦𝑥 ≠ 𝐹𝜃 𝑥 + 𝑟 s.t. 𝑟 < 𝜖

Adversarial examples are somewhat universal and not just 

the results of overfitting to a particular model or to the specific 

selection of the training set

Noise GibbonPanda

Adversarial examples 

generated for AlexNet

Nature 2019.10 

“any AI that uses DNNs to 

classify inputs — such as 

speech — can be fooled”
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Attacks in the Digital World: the Overview

Digital attacks generate adversarial perturbations 
for input data in the digital pixel domain

Attacks

White-box

Black-box

Depend on model 
parameters

Not depend on model 
parameters

Several 

tasks

𝑦𝑥 ≠ 𝐹𝜃 𝑥 + 𝑟 s.t. 𝑟 < 𝜖
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Summary

Method Author Attack Type Year

FGSM attack Goodfellow I. J. Gradient-based attack 2014

C&W attack Carlini N. Optimization-based attack 2017

PGD attack Madry A. Gradient-based attack 2017

PBBA Papernot N. Transferability-based attack 2017

ZOO Attack Chen P. Y. Optimization-based attack 2017

BA Brendel W. Optimization-based attack 2017

EAD attack Chen P. Y. Optimization-based attack 2018

AdvGan Xiao C. Model-based attack 2018

CAR Li T. Interpretable-theory-based attack 2021
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Gradient-based attack: FGSM attack

 Fast Gradient Sign Method

• The fast gradient sign method trys to craft adversarial examples by using some 

gradient information during forward and backward in DNNs. 

• simple but effective adversarial attack

Goodfellow I J, Shlens J, Szegedy C. Explaining and harnessing adversarial examples[J]. arXiv preprint arXiv:1412.6572, 2014.

linear hypothesis
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Gradient-based attack: FGSM attack

 Fast Gradient Sign Method

• FGSM use the gradient information of loss function.

Goodfellow I J, Shlens J, Szegedy C. Explaining and harnessing adversarial examples[J]. arXiv preprint arXiv:1412.6572, 2014.

𝑥

ℒ(𝜃, 𝑥, 𝑦)

Panda

𝑦

Network

𝜃
𝑠𝑖𝑔𝑛(𝛻𝑥ℒ(𝜃, 𝑥, 𝑦))

backward
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Gradient-based attack: FGSM attack

Goodfellow I J, Shlens J, Szegedy C. Explaining and harnessing adversarial examples[J]. arXiv preprint arXiv:1412.6572, 2014.

FGSM adversarial examples for logistic regression Randomly fooling images

The influence of different epsilon values for FGSM Weight visualizations on MNIST

1.6% error rate 99% error rate



 Projected Gradient Decent

• Generate adversarial examples by iteratively add small perturbations on clean 

images like FGSM and project it to the epsilon ball.

• The strongest attack, but time consuming.

24

Gradient-based attack: PGD attack

Madry A, Makelov A, Schmidt L, et al. Towards deep learning models resistant to adversarial attacks[J]. arXiv preprint arXiv:1706.06083, 2017.
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Gradient-based attack: PGD attack

Madry A, Makelov A, Schmidt L, et al. Towards deep learning models resistant to adversarial attacks[J]. arXiv preprint arXiv:1706.06083, 2017.

CIFAR-10

MNIST
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Optimization-based attack: C&W attack

Carlini N, Wagner D. Towards evaluating the robustness of neural networks[C]//2017 ieee symposium on security and privacy (sp). IEEE, 2017: 39-57.

 Optimization-based

• The C&W attack meets both conditions by optimizing as follows:

Noise GibbonPanda
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Optimization-based attack: C&W attack

 Framework

• C&W method use optimizer to minimize the object function.

Carlini N, Wagner D. Towards evaluating the robustness of neural networks[C]//2017 ieee symposium on security and privacy (sp). IEEE, 2017: 39-57.

1

2
(tanh(𝑤) + 1)

𝑥

Network

Label

1

2
(tanh(𝑤) + 1) − 𝑥

2

2

Perceptual Distance

𝑓(
1

2
(tanh 𝑤 + 1))

Adversarial Loss

𝑤

Initial 

optimizer 

parameter

Optimizer Backward with Iterations
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Optimization-based attack: C&W attack

Carlini N, Wagner D. Towards evaluating the robustness of neural networks[C]//2017 ieee symposium on security and privacy (sp). IEEE, 2017: 39-57.

There are many possible choices



 Elastic-Net Attack

• Formulated as an elastic-net regularized optimization problem. 
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Optimization-based attack: EAD attack

Chen P Y, Sharma Y, Zhang H, et al. Ead: elastic-net attacks to deep neural networks via adversarial examples[C]//AAAI. 2018, 32(1).

Iterative Shrinkage-Thresholding Algorithm
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Optimization-based attack: EAD attack

Chen P Y, Sharma Y, Zhang H, et al. Ead: elastic-net attacks to deep neural networks via adversarial examples[C]//AAAI. 2018, 32(1).

Different adversarial examples on MNISTTransferability of parameter k
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Optimization-based attack: ZOO Attack

 Zeroth Order Optimization attack

• Directly estimate the gradients of the targeted DNN: zeroth order stochastic coordinate 
descent, with hierarchical attack and importance sampling techniques 

• Spare the need for training substitute models and avoiding the loss in attack 
transferability. 

Chen P Yet al. Zoo: Zeroth order optimization based black-box attacks to deep neural networks without training substitute models[C]//Proceedings of the 10th ACM workshop on artificial 

intelligence and security. 2017: 15-26.

ZOO Algorithm
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Optimization-based attack: ZOO Attack

Chen P Yet al. Zoo: Zeroth order optimization based black-box attacks to deep neural networks without training substitute models[C]//Proceedings of the 10th ACM workshop on artificial 

intelligence and security. 2017: 15-26.

ASR and Average Time on MNIST and CIFAR-10

Channel Difference and Sample Probability Loss with Iterations
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Optimization-based attack: BA

 Boundary Attack

• A decision-based attack that starts from a large adversarial perturbation and then seeks to 
reduce the perturbation while staying adversarial. 

• Do not rely on substitute models, but should query many times

Brendel W.et.al. Decision-based adversarial attacks: Reliable attacks against black-box machine learning models[J]. arXiv preprint arXiv:1712.04248, 2017.

BA Algorithm Boundary Example
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Optimization-based attack: BA

Brendel W.et.al. Decision-based adversarial attacks: Reliable attacks against black-box machine learning models[J]. arXiv preprint arXiv:1712.04248, 2017.

Adversarial examples
and boundary distance

with different calls

ASR and L2 distance metric on different methods
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Model-based attack: AdvGAN

Xiao C, Li B, Zhu J Y, et al. Generating adversarial examples with adversarial networks[J]. arXiv preprint arXiv:1801.02610, 2018.

 Adversarial Generative Adversarial Network

• generate adversarial examples with generative adversarial networks

• potentially accelerate adversarial training as defenses.

AdvGAN Framework Loss Function
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Model-based attack: AdvGAN

Xiao C, Li B, Zhu J Y, et al. Generating adversarial examples with adversarial networks[J]. arXiv preprint arXiv:1801.02610, 2018.

 Framework

• Generator 𝒢 generates adversarial perturbation 𝒢(𝑥).

• Discriminator 𝒟 compares 𝑥 with 𝑥 + 𝒢(𝑥).                             =>   ℒ𝐺𝐴𝑁

• Target model 𝑓 classifies adversarial example 𝑥 + 𝒢 𝑥 . =>   ℒ𝑎𝑑𝑣

• Hinge loss is used to normalize and stabilize the training.      => ℒℎ𝑖𝑛𝑔𝑒

ℒ

AdvGAN Framework
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Model-based attack: AdvGAN

Xiao C, Li B, Zhu J Y, et al. Generating adversarial examples with adversarial networks[J]. arXiv preprint arXiv:1801.02610, 2018.

ASR on MNIST and CIFAR-10 Adversarial Examples
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Transfer-based attack: PBBA

 Practical Black-Box Attacks

• Train a parallel model called substitute model to emulate the original model

• First practical demonstration of an attacker controlling a remotely hosted DNN 

with no knowledge about the model internals or its training data

Papernot N, McDaniel P, Goodfellow I, et al. Practical black-box attacks against machine learning[C]//ACM ACCCS. 2017: 506-519.

PBBA Framework
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Transfer-based attack: PBBA

Papernot N, McDaniel P, Goodfellow I, et al. Practical black-box attacks against machine learning[C]//ACM ACCCS. 2017: 506-519.

Attack Accuracy and Transferability Hyper-parameters and Transferability
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Adversarial Patch：Image Classification

 Basic Algorithm
• Prepare classifier, input, and target class
• Find the input to maximizes the 𝐿𝑜𝑔 𝑃 𝑦 𝑥
• Perform iterated gradient descent on input x
• Produce a well camouflaged attack
• Patch the p to the image x

Tom B. Brown, et al. Google Inc. Adversarial Patch. NIPS 2017.

Ƹ𝑝 = argmax
𝑝

𝔼𝑥~𝑋,𝑡~𝑇,𝑙~𝐿 log Pr ො𝑦|𝐴 𝑝, 𝑥, 𝑙, 𝑡

 Adversarial Patch
• create universal, robust targeted adversarial image patches in the real world
• These adversarial patches can be painted, added to any scene.
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Adversarial Patch：Image Classification

Real-world attack on VGG16

Tom B. Brown, et al. Google Inc. Adversarial Patch. NIPS 2017.

Comparison of different methods for 
creating adversarial patches

Comparison of patches with various disguises

Focusing only on defending against small 
perturbations is insufficient, as large, local 
perturbations can also break classifiers



42

Tasks: Object Detection

Xin Liu, et al. Duke University. DPatch: An Adversarial Patch Attack on Object Detectors. AAAI Workshop 2019.

No DPatch With DPatch

 Dpatch
• Randomly located
• Only perturb pixels in patch
• Use both classification and regression 

losses

Overview of the Dpatch training system

YOLO cannot detect bike after adding DPatch

Patch on corner can affect the whole image
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Tasks: Object Detection

Xin Liu, et al. Duke University. DPatch: An Adversarial Patch Attack on Object Detectors. AAAI Workshop 2019.

Results on Pascal VOC 2007

Per class mAP after DPatch attack Conclusions
Perform effective attacks
Small in size
Location-independent
Great transferability
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Tasks: Video Analysis

 Motion Excited Sampler
• Attack video models: Motion recognition 

and classification
• sparked prior: Use inter-frame knowledge 

and sparked by motion information

Hu Zhang, et al. University of Technology Sydney. Motion-Excited Sampler: Video Adversarial Attack with Sparked Prior. ECCV 2020.

Original
(Biking)

Noise

Adversarial
(Walking 
with dog)

Pipeline of generating adversarial examples
Loss curve comparison

Example of Adversarial samples
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Tasks: Video Analysis

 Experimental Settings
• Evaluate on different 

dataset/model
• Calculate success rate
• Count average number of queries

Hu Zhang, et al. University of Technology Sydney. Motion-Excited Sampler: Video Adversarial Attack with Sparked Prior. ECCV 2020.

Untargeted attacks on several datasets

Comparisons of targeted attack on SthSth-V2 and HMDB-51



46

Task：Natural Language Processing

https://github.com/thunlp/TAADpapers

 DeepWordBug
effectively generate small text 
perturbations in a black-box setting 
for deep-learning classifier

Gao J ,  Lanchantin J ,  Soffa M L , et al. Black-box Generation of Adversarial Text Sequences to Evade Deep Learning Classifiers[J]. IEEE, 2018.
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Tasks: Speech Recognition

 Targeted Attack on Speech-to-Text

• A waveform adds a small perturbation

• Making the result transcribe as any desired 

target phrase

N. Carlini, D. Wagner. UC Berkeley. Audio Adversarial Examples: Targeted Attacks on Speech-to-Text. arXiv 1801.01944.

 Connectionist Temporal Classification

• A method of training seq2seq neural 

network without the knowledge of 

alignment between input and output 

sequences.

• Algorithm:

𝐶𝑇𝐶_𝐿𝑜𝑠𝑠 𝑓 𝑥 , 𝑝 = − logPr 𝑝 𝑓 𝑥

Illustration of Speech-to-Text



48

Tasks: Speech Recognition

original              

adversarial

“now I would drift gently off to dream land”

“my wife pointed out to me the brightness of 

the red green and yellow signal light”

original              

adversarial

[original, no speech is recognized]

“speech can be embedded in music”

https://nicholas.carlini.com/code/audio_adversarial_examples/
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Tasks: Reinforcement Learning

 Adversarial Policies
• Game detail: Two player & zero sum games
• Affect observation of the victim, leading to “bad” actions.
• The victim policy πv is held fixed
• Reduces to a single player MDP
• Find an adversarial policy πa maximazing the rewards

Adam Gleave, et al. UC Berkeley. Adversarial Policies: Attacking Deep Reinforcement Learning. ICLR 2020.

Illustrative snapshots of a victim against normal and adversarial opponents

47%

86%
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Tasks: Reinforcement Learning

Adam Gleave, et al. UC Berkeley. Adversarial Policies: Attacking Deep Reinforcement Learning. ICLR 2020.

https://adversarialpolicies.github.io/
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Adversarial Examples in Physical World

Differences from Digital World ：
• Environment
• Noise
• Information

• Sampling
• Life circle
• Risk
• ······

Views Digital Physical

Environment
Simple and 

fixed
Complex

Noise
None/

Simulated 
Natural

Information White-box Black-box

Sampling Dateset Imaging

Life circle
Train/

Evaluation
Evaluation

Risk Limited Huge

Physical adversarial examples bring
more severe safety threats
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Adversarial Example：Unified Definition

The characteristics of the digital world and 
physical world adversarial examples as:

𝑦𝑥 ≠ 𝐹𝜃 𝑥 + 𝑟 s.t. 𝑥 + 𝑟 ∈ ℵ

• For human, it disguises as a normal example
• For models, it misleads the model predictions

Redefinition of adversarial examples:

where ℵ is the human recognizable space, 
and ||·|| is some kind of measure(i.e., 
perturbation magnitude，patch size)    

Adversarial perturbation Adversarial patch

Adversarial examples are now 
threatening the safety and 
security of AI applications in 
physical world！
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Attacks in the Physical World: Overall View

Physical attacks aim to generate adversarial perturbations by modifying the 
visual characteristics of the real object in the physical scenario

Due to the strong correlation to real-world AI applications, we 
classify the physical attacks through different AI tasks

Attack
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Summary

Method Author Application scenarios Year

Face Recognition Attack Sharif, Mahmood Face recognition 2016

RP2 K. Eykholt Auto-driving 2018

ShapeShifter Shang-Tse Chen Auto-driving 2018

PS-GAN A. Liu Auto-driving 2019

Persion Detector Attack Thys, S. Object Recognition 2019

AdvHat Komkov, S. Face recognition 2019

AdvCam Duan, Renjie Object Recognition 2020

Bias-based Attack Liu, A.
Commodity 

identification
2020

UPC Huang, Lifeng Surveillance system 2020

Dual Attention Suppression Attack Wang, Jiakai Surveillance system 2021
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Auto-driving: Road Signs Attack

Eykholt, Kevin, et al. "Robust physical-world attacks on deep learning visual classification." CVPR. 2018.s

 Robust Physical Perturbation (RP2)
• Physical World Challenges:

• Environmental Conditions
• Spatial Constraints
• Physical Limits on Imperceptibility

• Model the distribution under both physical 
and digital transformations 𝑋𝑉

• Introduce a mask 𝑀𝑥 to generate graffiti

• Non-Printability Score (NPS)

Normal Robust

Better practical results in the physical world

Better adaptive effectiveness in the physical world
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Auto-driving: Road Signs Attack

Against two standard-architecture 
classifiers

• LISA-CNN (91% acc. on LISA)
• GTSRB-CNN (95.7% acc. on GTSRB)

Two types of attack
• Poster attack (100% asr. on LISA-CNN)
• Sticker attack (over 80% asr. on GTSRB-CNN)

Eykholt, Kevin, et al. "Robust physical-world attacks on deep learning visual classification." CVPR. 2018.s
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Auto-driving: Road Signs Attack

Liu, Aishan, et al. "Perceptual-sensitive gan for generating adversarial patches." AAAI. Vol. 33. No. 01. 2019.

PS-GAN
• Traffic signs with scrawls and patches on them 

are quite common on the streets

• GAN based adversarial patch attack
• Attention mechanism
• Adversarial generation process
• High perceptual correlation

GAN loss + patch loss + adversarial loss

Photos taken in the downtown of Rome.

1. Patch to patch translation
2. Adversarial generation process

3. High visual fidelity & Perceptual correlation

𝐿𝑝𝑎𝑡𝑐ℎ 𝛿 = 𝐸𝛿 𝐺 𝛿 − 𝛿 2

min
𝐺

max
𝐷

𝐿𝐺𝐴𝑁 + 𝛼 ∙ 𝐿𝑝𝑎𝑡𝑐ℎ + 𝛽 ∙ 𝐿𝑎𝑑𝑣

𝐿𝐺𝐴𝑁 𝐺,𝐷 = 𝐸𝑥 𝑙𝑜𝑔𝐷 𝛿, 𝑥 + 𝐸𝑥,𝑧 ቁlo g( 1 − 𝐷 )𝛿, 𝑥 + 𝐺(𝑧, 𝛿
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Auto-driving: Road Signs Attack

• Real-world attacks
1. Real-world traffic sign
2. Print & Stick & Photo
3. Accuracy drop: 86.7% -> 17.2%

• Digital world attacks

• Attention visualizations • Attack Visualization
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Auto-driving: Road Signs Attack

Duan, Ranjie, et al. "Adversarial camouflage: Hiding physical-world attacks with natural styles." CVPR. 2020.

AdvCam
• Able to fool DNN while natural to human
• Can control the physical appearance of 

the camouflage
• Can also be used to protect private 

information

style loss + content loss + smoothness loss +  adversarial loss
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Auto-driving: Road Signs Attack

Duan, Ranjie, et al. "Adversarial camouflage: Hiding physical-world attacks with natural styles." CVPR. 2020.

Visualization of AdvCam and comparison to other methods

Camouflage under different settings



62

Object detection

Thys, S. ,  et al. "Fooling Automated Surveillance Cameras: Adversarial Patches to Attack Person Detection." IEEE (2019).

 Problem
• All of patch attacks contain no intra-class 

variety

 Goal
• Generate a small patch that is able to hide a 

person from the person detector
• Minimizing object loss is the most effective
• Attacked Yolo-v2 in real world
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Object detection

Thys, S. ,  et al. "Fooling Automated Surveillance Cameras: Adversarial Patches to Attack Person Detection." IEEE (2019).

Output on the Inria testset Comparison of different 
approaches in recall

Minimizing object loss created effective patches
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Face recognition

Sharif, Mahmood, et al. "Accessorize to a crime: Real and stealthy attacks on state-of-the-art face recognition." ACM SCCCS. 2016.

Attack Face Recognition
• Inconspicuous camouflage (e.g., a glass) 

to attack physical-world face ID system

• Can be used in dodging and 
impersonation

Robustness Loss Smoothness Loss Printability Loss 
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Face recognition

Experimental setting
• Digital and physical experiments
• Extension to black-box models

• Particle Swarm Optimization

Sharif, Mahmood, et al. "Accessorize to a crime: Real and stealthy attacks on state-of-the-art face recognition." ACM SCCCS. 2016.

Created eyeglass

Invisibility attack

High success rate in real-world

Original
Overlay 

perturbation

Accessories 
perturbation
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Face recognition

Komkov, S. , and  A. Petiushko . "AdvHat: Real-world adversarial attack on ArcFace Face ID system." (2019).

 AdvHat
• A printed paper to attack real-

world commercial Face ID system.
• Off-plane transformation to 

imitate shape deformation

the whole pipeline of the attack
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Face recognition

Komkov, S. , et al. "AdvHat: Real-world adversarial attack on ArcFace Face ID system." (2019).

Example of the adversarial stickers

Baseline and final similarity for various 
shooting conditions

Differences between baseline and 
final similarities of one attack on 

different models
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Commodity identification

Liu, Aishan, et al. "Bias-based universal adversarial patch attack for automatic check-out."  ECCV.. 2020.

Bias-based Attack
• In Automatic Check-Out, items are often 

tied with patch-like stickers or tags
• Perceptual bias

• Extract textural information from multiple 
hard examples

• Semantic bias
• Prototypes, contain the most 

representative semantics

Perceptual bias Semantic bias
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Commodity identification

Digital world attack
• Attack RPC dataset (the largest ACO 

related dataset)

• White-box
• Black-box

Liu, Aishan, et al. "Bias-based universal adversarial patch attack for automatic check-out." Proc. Eur. Conf. Comput. Vis.. 2020.



70

Commodity identification

Physical world attack
• Attack Taobao and JD APPs

Liu, Aishan, et al. "Bias-based universal adversarial patch attack for automatic check-out." Proc. Eur. Conf. Comput. Vis.. 2020.

Hourglass

Storage rack

Plastic cup

Dates milk

√

√

Adversarial 
Patch

Adversarial 
Patch

clean

clean

adversarial

adversarial

adversarial



Commodity identification
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Surveillance system: person detection

Huang, Lifeng, et al. "Universal physical camouflage attacks on object detectors." CVPR. 2020.

Universal camouflage pattern (UPC)

• Can attack all instances in same category

• Add semantic constraint to for naturalness

Region Proposal Network  attack (rpn)
Classification & Regressor attack (cls/reg)

Overall paradigm
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Surveillance system: person detection

Successfully Attacked Fast-RCNN

Huang, Lifeng, et al. "Universal physical camouflage attacks on object detectors." CVPR. 2020.

Outperforms the state-of-the-art method
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Surveillance system: person detection

Huang, Lifeng, et al. "Universal physical camouflage attacks on object detectors." CVPR. 2020.

Successful and natural Physical-world attack
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Surveillance system: vehicle detection

Wang, Jiakai, et al. "Dual Attention Suppression attack:  Generate Adversarial Camouflage in Physical World." CVPR,2021.

Dual Attention Suppression Attack
• Existing works generate perturbations with a 

visual suspicious appearance 

• Model Attention Distraction
• Distract model attention from the salient objects

• Human Attention Evasion
• Share similar visual semantics with seed context
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Surveillance system: vehicle detection

Classification Object Detection

Digital 
world

Physical 
world

Wang, Jiakai, et al. "Dual Attention Suppression attack:  Generate Adversarial Camouflage in Physical World." CVPR,2021.
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Surveillance system: vehicle detection

Physical world attack in simulated environment (Yolo V5) 
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Surveillance system: vehicle detection

Physical world attack
• Surveillance system Attack
• Physical devices

Wang, Jiakai, et al. "Dual Attention Suppression attack:  Generate Adversarial Camouflage in Physical World." CVPR,2021.

Huawei Hikvision

** M2221-QL

芯片 Hi3519AV100
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Sandbox for simulations of physical world attack
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Summary

Method Author Attack Type Year

Model Extraction Attack F. Tramer Model stealing 2016

AutoEncoder-based DeepFake Anonymous DeepFake 2017

Backdoor Injection Attack Liao, C. Backdoor Attack 2018

Transfer Learning Shafahi, A. Data poisoning 2018

FaceSwap-GAN Anonymous DeepFake 2018

BadNet Gu, T. Backdoor Attack 2019

Backdoor in CNNs Barni, M. Backdoor Attack 2019

c-BaN Salem, A. Backdoor Attack 2020

Meta Poison Huang, W. R. Data poisoning 2020

Simulating Me, C. Model stealing 2020

Embedding Poisoning Yang, W. Data poisoning 2021

Dataset Inference Pratyush M Model stealing 2021
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Backdoor attack

 What is Backdoor Attack 
• A backdoored model contains a hidden pattern trained into the model
• Attacking way: access and poison the training data with a pre-defined trigger
• The backdoored model exhibits high accuracy on the test set
• The model misclassifies the input with the pre-defined trigger present
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Backdoor attack: BadNet

 The Early Backdoor Attack Study
• Inference-time attacks fool a trained model into misclassifying an input via 

imperceptible, adversarially chosen perturbations.
• A training-time attacks 
• The patterns are arbitrary in shape, e.g. square, flower or bomb
• Model performs well on its intended task (including good accuracy on a held-out 

validation set)

Gu, T. , et al. “BadNets: Evaluating Backdooring Attacks on Deep Neural Networks.” IEEE Access (2019) (arXiv:1708.06733 2017).

The process of poisoning dataset 
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Backdoor attack: BadNet

Gu, T. , et al. "BadNets: Evaluating Backdooring Attacks on Deep Neural Networks." IEEE Access (2019).

Average Error for Backdoored Images is much 
higher than the average error for clean images！

Low Classification error rate indicates the 

success of the backdoor attack
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Backdoor attack: Backdoor Injection Attack

Liao, C. , et al. “Backdoor Embedding in Convolutional Neural Network Models via Invisible Perturbation.” ACM CODASPY (2018).

 Backdoor Injection attack 
• Inject a backdoor into a deep learning 

model
• Stealthy manner, without undermining 

the efficacy of the victim model
• High attack success rate

Backdoor images using Patterned Static Perturbation Mask

Backdoor images of other methods are visually identified easily
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Data poisoning：Transfer Learning

 Data poisoning
• Add examples to the training set to manipulate the behavior of the model 

at test time.
• Do not require any control over the labeling of training data

Shafahi, A. , et al. “Poison Frogs! Targeted Clean-Label Poisoning Attacks on Neural Networks.” NIPS (2018).

 Algorithm
• Simply a gradient descent update to minimize the L2 distance
• Proximal update that minimizes the Frobenius distance
• Coefficient β make the poison instance look realistic
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Data poisoning：Transfer Learning

Shafahi, A. , et al. “Poison Frogs! Targeted Clean-Label Poisoning Attacks on Neural Networks.” NIPS (2018).

Sample target and poison instances Incorrect class’s probability

Success rates of experiments

Poisoned target: transfer learning, a pre-trained feature extraction network
is used, and only the final network (softmax) layer is trained to adapt to a specific task



 Problem
• Rely on hand-crafted heuristics
• Solve poisoning problem directly via bi-

level optimization is intractable (weights 
and examples)

 Meta Poison
• First-order method approximate the bi-

level problem
• Effective, Robust and General-purpose
• Achieve arbitrary adversary goals
• Work in the real-world
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Data poisoning：Meta Poison

𝑋𝑝
∗ = argmin

𝑋𝑝
𝐿𝑎𝑑𝑣 𝑥𝑡, 𝑦𝑎𝑑𝑣; 𝜃

∗ 𝑋𝑝

𝜃∗ 𝑋𝑝 = argmin
𝜃

𝐿𝑡𝑟𝑎𝑖𝑛 𝑋𝑐 ∪ 𝑋𝑝, 𝑌; 𝜃

Strategy for crafting effective poisoning examples

𝜃1 = 𝜃0 − 𝛼𝛻𝜃𝐿𝑡𝑟𝑎𝑖𝑛 𝑋𝑐 ∪ 𝑋𝑝, 𝑌; 𝜃0
𝜃2 = 𝜃1 − 𝛼𝛻𝜃𝐿𝑡𝑟𝑎𝑖𝑛 𝑋𝑐 ∪ 𝑋𝑝, 𝑌; 𝜃1
𝑋𝑝
𝑖+1 = 𝑋𝑝

𝑖 − 𝛽𝛻𝑋𝑝𝐿𝑡𝑟𝑎𝑖𝑛 𝑥𝑡, 𝑦𝑎𝑑𝑣; 𝜃2

(*)𝑋𝑝
𝑖+1 = 𝑋𝑝

𝑖 −
𝛽

𝑁𝑒𝑝𝑜𝑐ℎ
𝛻𝑋𝑝 σ𝑗=0

𝑁𝑒𝑝𝑜𝑐ℎ 𝐿𝑎𝑑𝑣|𝜃𝑗

Huang, W. R. , et al. “MetaPoison: Practical General-purpose Clean-label Data Poisoning.” NIPS (2020).

Meta Poison in weight space
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Data poisoning：Meta Poison

Huang, W. R. , et al. “MetaPoison: Practical General-purpose Clean-label Data Poisoning.” NIPS (2020).

Examples of poisoned training data Success rate

Google Cloud AutoML Vision Models
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Model stealing：Model Extraction Attack

F Tramèr, et al. "Stealing Machine Learning Models via Prediction APIs." 25th USENIX Security Symposium, USENIX Security 16, August 10-12, 2016

 What is Model Extraction Attack
“Steal” the model with black-box access, without 
knowledge of model’s parameters or training data 
• Accept partial feature vectors as inputs and include 

confidence values with predictions
• Duplicate the functionality 

 Attack Different Models
• Extract target ML models with near-perfect fidelity for 

popular model classes 
• Logistic regression, neural networks, and decision trees, etc.

Algorithm
• Assumes a leaf-identity oracle returns unique 

identifiers for each leaf
• Get the leaf id
• Search for all satisfied x
• Create new queries for unvisited leaves
• Analyze the correctness and complexity
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Model stealing：Model Extraction Attack

F Tramèr, et al. "Stealing Machine Learning Models via Prediction APIs." 25th USENIX Security Symposium, USENIX Security 16, August 10-12, 2016

Average error of extracted softmax modelsAverage error of extracted RBF kernel SVM

Results of model extraction attacks on ML services
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Model stealing：Simulating

Ma, C. , et al. “Simulating Unknown Target Models for Query-Efficient Black-box Attacks.” CVPR (2021).

 Problem
• Current model stealing training 

requires querying the target model.

 Simulating
• Mimic the functionality of any 

unknown target model
• Use a mean square error-based 

knowledge distillation loss
• Compute and accumulate loss 

from multiple tasks
• Reduce query complexity

The procedure of Simulator Attack

 Algorithm

𝐿 ො𝑦, 𝑡 = ቐ
max
𝑗≠𝑡

ො𝑦𝑗 − ො𝑦𝑡 𝑖𝑓 𝑢𝑛𝑡𝑎𝑟𝑔𝑒𝑡𝑒𝑑

ො𝑦𝑡 −max
𝑗≠𝑡

ො𝑦𝑗 𝑖𝑓 𝑡𝑎𝑟𝑔𝑒𝑡𝑒𝑑
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Model stealing：Model Extraction Attack

Ma, C. , et al. “Simulating Unknown Target Models for Query-Efficient Black-box Attacks.” CVPR (2021).

Results in CIFAR-10 and CIFAR-100

Comparison of the Attack Success Rate

Results under l∞ norm in Tiny-ImageNet
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DeepFake

Petrov, Ivan, et al. "Deepfacelab: A simple, flexible and extensible face swapping framework." arXiv preprint arXiv:2005.05535 (2020).

Replace the face De-age the face

Replace the head
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DeepFake：Deepfacelab

Petrov, Ivan, et al. "Deepfacelab: A simple, flexible and extensible face swapping framework." arXiv preprint arXiv:2005.05535 (2020).

 Extraction
• Face Detection
• Face Alignment
• Face Segmentation

 Training
• AutoEncoder-based 

DeepFake
• GAN-based DeepFake

 Conversion
• Target Face Generation
• Blending
• Sharpening

Extraction

Training

Conversion
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DeepFake：AutoEncoder，Faceswap

https://github.com/deepfakes/faceswap

AutoEncoder-based DeepFake
• Two encoder-decoder pairs are used to train on 

source and target face images.
• Encoders share parameters to find and learn the 

similarity between two faces.
• Source features are connected with target decoder 

to swap face.

The input and output of DeepFake

Structure of autoencoder-based DeepFake
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Defend against Adversaries：Overview

Adversarial defense mainly uses active or passive methods to eliminate the 
impact of adversarial examples on the model.

Active

Passive 

Data-end

Defend

Against

Adversaries

Model 

robustness

enhancement

Example 

malicious 

identification

Digital World

Physical World

Model-end
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DeepFake Detection

Li, Lingzhi, et al. "Face x-ray for more general face forgery detection." ICCV. 2020.

 Observation
• most existing face manipulation methods 

share a common step: 
• blending the altered face into an existing 

background image.

 Face X-ray
• Do not rely on knowledge of artifacts
• Can be trained without fake images
• Remain effective for unseen face 

manipulation techniques

A real image and its face X-ray
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DeepFake Detection

Li, Lingzhi, et al. "Face x-ray for more general face forgery detection." ICCV. 2020.

Visual results on various facial manipulation methods

Benchmark results in terms of AUC, AP and EER
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Image Compression

X Jia,et al. ComDefend: An Efficient Image Compression Model to Defend AdversarialExamples. CVPR, 2019.

ComDefend
End-to-end image compression model to defend adversarial examples

a compression 
convolutional neural 
network (ComCNN)

+
a reconstruction 
convolutional neural 
network (RecCNN). 
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Image Compression

X Jia,et al. ComDefend: An Efficient Image Compression Model to Defend AdversarialExamples. CVPR, 2019.

The classification accuracy of ResNet-50 on adversarial 
images produced by four attacks using the proposed 
method at the test time and at training and test time. The 
dotted line represents the accuracy of the ResNet-50 
model on adversarial images without any defense.



 Observation
• Adversarial examples mainly lie in the 

low probability regions of the training 
distribution

 PixelDefend
• Generative models can be used for 

detecting adversarially perturbed 
images based on the probabilities of 
all training images

• Further purify input images, by 
making small changes to them in 
order to move them back towards the 
training distribution
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Gradient Obfuscation

Song, Y.et.al.Pixeldefend: Leveraging generative models to understand and defend against adversarial examples. arXiv preprint arXiv:1710.10766, 2017.
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Gradient Obfuscation

Song, Y.et.al.Pixeldefend: Leveraging generative models to understand and defend against adversarial examples. arXiv preprint arXiv:1710.10766, 2017.

Pixel Defend results on CIFAR-10

The distribution of p-values under the PixelCNN generative model

An example of how purification works
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Gradient Obfuscation

Athalye A, Carlini N, Wagner D. Obfuscated Gradients Give a False Sense of Security: Circumventing Defenses to Adversarial Examples. ICML. 2018. 

Defense techniques cause obfuscated gradients and are vulnerable to their attacks.

Obfuscated gradients
a phenomenon exhibited by certain defenses that makes standard gradient-based
methods fail to generate adversarial examples.

They believe adversarial training approach does not cause obfuscated gradients.
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Adversarial Training

Δ( )
( , )

1
min max ( ( ), )

x
x y

f x y
 






 
+ 

 


D

L
D

Madry, A. Makelov, L. Schmidt, D. Tsipras, and A. Vladu, “Towards deep learning models resistant to adversarial attacks,” in International Conference on Learning Representations, 2018.

Adversarial Training:

 An Optimization View on Adversarial Robustness

Universally Robust Networks

saddle point problem

capacity is crucial for robustness, as well as for the ability to 
successfully train against strong adversaries

The composition of an inner maximization 
problem and an outer minimization problem
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Adversarial Training

Δ( )
( , )

1
min max ( ( ), )

x
x y

f x y
 






 
+ 

 


D

L
D

F. Tramèr, A. Kurakin, N. Papernot, I. Goodfellow, D. Boneh, and P. McDaniel, “Ensemble adversarial training: Attacks and defenses,” in International Conference on Learning Representations, 2018.

Adversarial Training:

 Ensemble Adversarial Training：augments training data with perturbations 
transferred from other models Domain Adaptation with multiple sources

Gradient masking in single-step adversarial training
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Adversarial Detection

Metzen, J. H., Genewein, T., Fischer, V., and Bischoff, B. On detecting adversarial perturbations. arXiv preprint arXiv:1702.04267, 2017a.

binary detector network, inputs intermediate feature representations, and 
discriminates between samples from the original data set and adversarial examples

 Adversary detection network：augment by subnetworks
• branch off the main network at some layer 
• output the probability of the input being adversarial

the worst case: a dynamic adversary adapting to the detector
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Adversarial Detection

Metzen, J. H., Genewein, T., Fischer, V., and Bischoff, B. On detecting adversarial perturbations. arXiv preprint arXiv:1702.04267, 2017a.

detectability of different adversaries

Detectability versus classification 
accuracy of a dynamic adversary

the detectability is above 80% 
for all adversaries 

A dynamic detector is considerably 
more robust (more than 70% )
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Denoising and Restructure

Cihang Xie, Yuxin Wu, et al; Feature Denoising for Improving Adversarial Robustness. CVPR 2019, pp. 501-509

 Key Observations of image features
• clean image: appear to focus 

primarily on semantically 
informative content

• adversarial image: activated across 
semantically irrelevant regions as 
well

 Solutions
• New convolutional network architectures 

equipped with building blocks designed to 
denoise feature maps

A block with non-local means as the 
denoising operation



111

Denoising and Restructure

Defense against black-box attacks on ImageNet

Cihang Xie, Yuxin Wu, et al; Feature Denoising for Improving Adversarial Robustness. CVPR 2019, pp. 501-509

Adversarial images and their 
feature maps before(left) and

after(right) the denoising operation

Defense against white-box attacks on ImageNet
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Understand the Model Robustness

Non-linearity and linearity of DNNs

Neuron and paths of DNNs

Perceptual biases of DNNs
Data distribution and domains

y
x x'
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Data distribution and domains

Ilyas, Santurkar, Tsipras, Engstrom, Tran and Madry, “Adversarial Examples are not Bugs, they are Features”, NeurIPS 2019.

 Adversarial Examples are not Bugs, they are Features

Adversarial examples can be directly attributed to the presence of non-robust features

Disentangle features into combinations of 
robust/non-robust features

Construct a dataset which appears 
mislabeled to humans
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Data distribution and domains

Ilyas, Santurkar, Tsipras, Engstrom, Tran and Madry, “Adversarial Examples are not Bugs, they are Features”, NeurIPS 2019.

 Non-robust features

features that are highly predictive, yet brittle and incomprehensible to humans

Random samples from the variants of the 
CIFAR-10

Standard and robust accuracy on the 
CIFAR-10 test set 
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Data distribution and domains

Liu, Tang, Liu et al., “TOWARDS DEFENDING MULTIPLE ADVERSARIAL PERTURBATIONS VIA GATED BATCH NORMALIZATION”, Work in progress.

 Multi-domain hypothesis

Different types of adversarial perturbations are drawn from different domains.

(a) the standard BN structure;
(b) the structure with 4 BN 
branches

(c) and (d): running means and 
variances of multiple BN 
branches on 16 randomly 
sampled channels
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Data distribution and domains

Liu, Tang, Liu et al., “TOWARDS DEFENDING MULTIPLE ADVERSARIAL PERTURBATIONS VIA GATED BATCH NORMALIZATION”, Work in progress.

Gated Batch Normalization (GBN)

A building block for deep neural networks that improves robustness against 

multiple perturbation types.

(a) the results of adding 
GBN to different single 
layers.
(b) the results of adding 
GBN to top-m layers

Model robustness on 
CIFAR-10 datasets
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Non-linearity and linearity of DNNs

Goodfellow, Shlens and Szegedy, “EXPLAINING AND HARNESSING ADVERSARIAL EXAMPLES”. ICLR, 2015.

• Early attempts at explaining this phenomenon focused on nonlinearity and 

overfitting

• the linearity hypothesis.

fast gradient sign method 

The adversarial perturbation causes the activation to grow

simple linear model can have 
adversarial examples if its input has 

sufficient dimensionality. 
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Non-linearity and linearity of DNNs

Luo, Boix, Roig, and Zhao, “FOVEATION-BASED MECHANISMS ALLEVIATE ADVERSARIAL EXAMPLES”. ICLR, 2016.

• Challenge the linearity hypothesis by analyzing adversarial examples using 

several CNN architectures for ImageNet.

• CNNs act locally linearly to changes in the image regions with objects 

recognized by the CNN, and in other regions the CNN may act non-linearly.

Example of different CNNs’minimum perturbations
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Neuron and paths of DNNs

Wang, Su, Zhang, and Hu, “Interpret Neural Networks by Identifying Critical Data Routing Paths”. CVPR, 2018

Distillation Guided Routing 

identify the critical data routing paths for each input sample.

Overview of Distillation Guided Routing method
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Neuron and paths of DNNs

Wang, Su, Zhang, and Hu, “Interpret Neural Networks by Identifying Critical Data Routing Paths”. CVPR, 2018

• Only small fractions of critical 

nodes being deactivated will 

lead severe performance 

degradation.

• The intra-layer routing nodes of 

higher level layers have stronger 

correspondence to category 

semantic concepts.

The accuracy degradation Different clustering consistency evaluation 
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Neuron and paths of DNNs

Xu, Liu, Zhang, Lin et al., “Interpreting Adversarial Examples by Activation Promotion and Suppression”. Arxiv, 2019

Activation Promotion and Suppression

better understand the roles of adversarial perturbations and provide visual 

explanations from pixel, image and network perspectives.

Explanation of adversarial perturbationsIllustration on sensitivity measure



123

Neuron and paths of DNNs

Xu, Liu, Zhang, Lin et al., “Interpreting Adversarial Examples by Activation Promotion and Suppression”. Arxiv, 2019

There exists a tight connection between the sensitivity of hidden 

units of CNNs and their interpretability on semantic concepts.

Interpreting adversarial perturbations

Sensitivity and interpretability
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Neuron and paths of DNNs

Zhang, Liu, Liu, and Xu, “Interpreting and Improving Adversarial Robustness of Deep Neural Networks with Neuron Sensitivity”. IEEE TIP, 2020

Neuron sensitivity 

• Explain adversarial robustness from a new perspective of neuron sensitivity 

• Measured by neuron behavior variation intensity against benign and 

adversarial examples.

The framework of computing Neuron Sensitivity and selecting Sensitive Neuron



125

Neuron and paths of DNNs

Zhang, Liu, Liu, and Xu, “Interpreting and Improving Adversarial Robustness of Deep Neural Networks with Neuron Sensitivity”. IEEE TIP, 2020

Insightful clues for model robustness and weakness
• Sensitive Neurons Contribute Most to Model Misclassification in the Adversarial Setting
• Adversarial Attacks Exploit Sensitive Neurons Differently at Different Layers
• Sensitive Neurons Convey Strong Semantic Information
• Adversarial Training Builds Robust Models by Reducing Neuron Sensitivities
• Training Adversarially Robust Models via Sensitive Neurons Stabilizing

•

The Spearman’s Rank Correlation Coefficient and the Levenshtein Similarity

Image segmentation results of sensitive neurons
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Neuron and paths of DNNs

Li, Liu, Liu, Xu and Zhang, “Understanding Adversarial Robustness via Critical Attacking Route”. Information Sciences, 2020

Neuron-wise critical attacking route

A gradient-based influence propagation strategy to get critical attacking neurons

The framework of computing instance-level critical attacking 
routes and model-level critical attacking route
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Neuron and paths of DNNs

Li, Liu, Liu, Xu and Zhang, “Understanding Adversarial Robustness via Critical Attacking Route”. Information Sciences, 2020

 Understanding model behaviors via critical attacking routes
• Adversarial perturbations are propagated and amplified via attacking route
• Attacking route conveys strong semantic information

Grad-CAM of neurons on (and not on) critical attacking route of the last conv layer 
using pretrained VGG16 on ImageNet

Adversarial feature transplant 
experiment
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Perceptual biases of DNNs

Geirhos et al., “IMAGENET-TRAINED CNNS ARE BIASED TOWARDS TEXTURE; INCREASING SHAPE BIAS IMPROVES ACCURACY AND ROBUSTNESS”, ICLR, 2019.

• ImageNet trained CNNs are strongly biased towards recognizing 
textures rather than shapes

• in stark contrast to human behavioral evidence and reveals 
fundamentally different classification strategies.

Classification of a texture image, a normal image of a cat, and an 
image with a texture-shape cue conflict
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Perceptual biases of DNNs

Geirhos et al., “IMAGENET-TRAINED CNNS ARE BIASED TOWARDS TEXTURE; INCREASING SHAPE BIAS IMPROVES ACCURACY AND ROBUSTNESS”, ICLR, 2019.

Stylized-ImageNet (a stylized version of ImageNet)

provide a much better fit for human behavioral performance 
in the well-controlled psychophysical lab setting.

Accuracy comparison

Classification accuracy on parametrically distorted images
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Perceptual biases of DNNs

Li, Yu, Tan et al., “SHAPE-TEXTURE DEBIASED NEURAL NETWORK TRAINING ”. ICLR, 2021

• CNNs are often biased towards either texture or shape, depending 
on the training dataset

assigning labels to cue conflict images controls 
the bias of learned models.
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Perceptual biases of DNNs

Li, Yu, Tan et al., “SHAPE-TEXTURE DEBIASED NEURAL NETWORK TRAINING ”. ICLR, 2021

The shape-biased model 
and the texture-biased 
model are good/bad at 

classifying different object 
categories

The model robustness 
on ImageNet
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Model Robustness Understanding

Decision Boundary

Consistency Neuron

Distribution

Trustworthy AI needs deep understanding to DNNs(Interpretability Theory) 

Development 
Safety of AI 
Applications

Ethics 
Specification 

of AI 
Techniques 

Human-
machine 

Boundary of 
AI Society
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Model Robustness Understanding

Interpretability theory can help to make sure the safety of 

real-world AI applications  

Auto-driving Unmanned Vehicle Security

• Monitor the status of AI applications

• Analyze AI application bugs

• Expand AI application scenarios

• When

• Where

• What

AI

Safety
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Model Robustness Evaluation

Model robustness evaluation promotes AI applications 

to be more controllable, credible and reliable

Comprehensibility

Distinguishability Accuracy
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More Challenges in the Life-Cycle of AI models

Training 
Data

Model
(Structure
+Param.)

Testing 
Data

Offline Training Online Testing

Annotation

Perception Perception

Model
(Structure
+Param.)

Attack in Physical world

Attack in Digital world
(backdoor/poisoning)

Model stealing
Attack in Digital world
(backdoor/poisoning)

Attack in Physical world
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